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Abstract. To become the standard power supply for electric vehicles
(EVs), Li-ion batteries need balanced current profiles in order to avoid
undesirable electrochemical reactions and excessive charging times. In
this work, we propose a safe exploration deep reinforcement learning
(SDRL) approach in order to determine optimal charging profiles under
variable operating conditions. One of the main advantages of reinforce-
ment learning (RL) techniques is that they can learn from interaction
with the real or simulated system while incorporating the nonlinear-
ity and uncertainty derived from fluctuating environmental conditions.
However, since RL techniques have to explore undesirable states before
obtaining an optimal policy, no safety guarantees are provided. The pro-
posed approach aims at maintaining zero constraint violations through-
out the learning process by incorporating a safety layer that corrects the
action if a constraint is likely to be violated. Tests performed on the
equivalent circuit of a li-ion battery under variability conditions show
early results where SDRL is able to find safe policies while considering
a trade-off between the charging speed and the battery lifespan.
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1 Introduction

While EVs are gaining popularity fast [11], before becoming a massive use tech-
nology of li-ion batteries must deal with two main challenges: the inconvenience
of end-users and the aging of the battery [8]. Even at the fastest charging stations,
it takes a considerable time to fully charge an EV. Basically, a low C-rate power
supply is a limiting condition that lengthens the charging time. Meanwhile, bat-
tery aging portrays a chemical degradation mechanism that causes capacity loss
and a resistance increase over the lifetime that is measured through its state of
health. To diminish undesirable electrochemical side reactions within the battery,
the charging process must be done with caution as aggressive current profiles
can lead to severe degradation effects. At high charging speeds, li-ion batteries
are prone to overheat causing them to degrade over a number of cycles which
is manifested by the State-of-Health (SOH). Because of the problems with fast
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charging, EV batteries have built-in charging speed limits set by battery man-
agement systems. It’s clear the necessity of compromises between the battery
core temperature and time of charge [19], and thus the algorithms determining
the charging profiles will have a strong influence on the final performance. A
manner to face this trade-off is to incorporate constraints on the battery model
used to learn new charging polices. However, as the behavior of a li-ion battery
is difficult to predict because nonlinearities, variability and its dependence on
fluctuating environmental conditions [5, 9], a precise model results expensive to
be determined. Reinforcement Learning (RL) techniques allow to obtain an op-
timal control policy without relying on a detailed model of the system being
controlled.

A number of works have employed RL to tackle the problem of finding an
optimal charging policy. [4] proposes a battery charging control methodology
based on RL to minimize the charging costs. In [17] the author uses an RL-
based dynamic charging methodology with multiple active modes to address the
problem of extending the battery lifetime. In [12] an optimal charging strategy
considering the battery life extension based on RL is presented. An adaptive
charging technique for li-ion battery using RL and multi-stage-constant-current
is presented in [18]. Two methods, described as selective and generic policy
approaches, are considered to train the algorithm and further deployed for a
range of initial SOCs. Finally, [15] presented a fast-charging strategy based on
a gradient-policy actor-critic framework for li-ion batteries.

Safe-RL is a topic that grows in relevance and considers learning problems
in which it is crucial that the agent interacts with the environment only through
safe policies, i.e., policies that do not take the agent to undesirable situations
[6]. Since RL focuses on maximizing the long-term reward, it is likely to visit
undesirable states during the learning process if no safety guarantees are pro-
vided. This may lead real systems to a failure or harmful condition before an
optimal policy can be learned. A novel approach is to directly add a safety sig-
nal to the learned policy to perform a correction over the action towards safety
limits [7]. One advantage of the technique is that it provides a closed-form solu-
tion through a linearized model learned from past trajectories generated under
random actions.

In this work, we propose this approach to the problem of finding fast-charging
strategies regarding the battery core temperature. This manner, the goal of
maintaining zero-constraint violations throughout the learning process relies on a
pre-trained neural network that predicts the change in a safety signal over a single
time step. The trained model is incorporated into a safety layer that corrects
the action if a constraint is likely to be violated. The proposed method is tested
in the equivalent circuit of a li-ion battery considering variability conditions.

The article is structured as follows: Section 2 provides an overview of RL
with safe exploration for continuous spaces. In Section 3, a brief explanation of
the operation of the environment and the results obtained for optimal battery
charge are shown and discussed. Finally, in Section 4 some remarks and future
research efforts are highlighted.
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2 Li-ion battery model

Lithium-iron-phosphate is the predominant rechargeable battery chemistry used
for EVs for their superior volumetric energy density and charge efficiency. To
maintain certain balance between accuracy and complexity, an equivalent-circuit
electrical model integrated with a two-state thermal model is used to describe
the li-ion battery dynamic, as shown in Fig. 1. Both the system of equations
that define the operation of the model and the selection of parameters have
been selected and adjusted according to [16]. The thermal model is incorporated
since the electrical parameters depend on the battery core temperature resulting
dynamics is highly nonlinear and it can be higher than the surface temperature
under high current rates [14].

Fig. 1. Equivalent circuit of the electro-thermal model

2.1 Equivalent-circuit model with battery aging

The electrical subsystem consists of an equivalent circuit formed by an open-
circuit voltage source (OCV , Voc), two RC pairs (OCV , Voc) and a resistor
(R0) connected in series. While the thermal subsystem consists of a model that
describes the radial heat transfer dynamics of a cylindrical battery by considering
the dynamics of both core and surface temperatures Tc and Ts respectively.

In this proposed system, we consider charging current and ambient temper-
ature as inputs and voltage as the measured output is used for describing the
battery behavior.

Besides, the aging subsystem is based upon a matrix of cycling tests from
[3]. The semi-empirical life model adopted the following equation to express
the correlation between the capacity loss (∆Qb, in %) and the discharged Ah

throughput. The end-of-life (EOL) of an automotive battery is defined by a
capacity loss of 20%.

The SOH provides a form of implement the battery aging model from its
time derivative:
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dSOH

dt
= − |I (t)|

2N (c, Tc)Cbat
(1)

where I(t) corresponds to the instant charging current,N is the number of cycles,
c represents the C-rate and Cbat indicates the nominal capacity of the battery.
The equation shows an explicit dependence between the battery aging process
with the core temperature and the charging current profile employed.

2.2 Variability in the state of the battery

Operating conditions change with temperature when they are subject to wide
temperature variations. Temperature-dependent characteristics derived from de-
sign and aging, prevent accurately determining the battery’s remaining capacity
and its health condition. Furthermore, such variability is a burden for current
protective policies.

A practical yet simple alternative to describe battery fluctuating behavior
due to temperature is using a stochastic diffusion process. Ito [10] provided an
alternative to ordinary numerical rules of calculus by defining a particular kind of
uncertainty representation based on a Wiener diffusion process. the Ito’s process
parameter is included in the deterministic thermal model that describes the core
temperature Tc, such that it affects with a given probability the percentage of
available charge remaining in the battery.

This mathematical model ensures a manifold of alternative dynamic behav-
iors that accounts sufficiently well for the intra-variability. The aim of including
a stochastic process is to obtain an analytical representation of the potential
variability among real battery cells. It is worth noting that ambient tempera-
ture, as well as battery hyperparameters, remain constant along the simulation
and only the Ito parameter causes the SOC fluctuation. Notice that lithium
batteries are not expected to behave in terms of a stochastic process but, by
representing the battery dynamics in this way, we ensure the SOC curve reaches
all possible states for different operating condition. Eventually, accounting for
variability in the SOC estimation can help to minimize the risk of premature
failure caused by over-charging and over-discharging events and provide infor-
mation for the management system to keep the battery working within a safe
operating window.

3 Safe Reinforcement Learning

3.1 Constrained MDP

We study a special case of constrained Markov decision processes (CMDP) [1]
where the observed safety signals should be kept bounded. A CMDP is charac-
terized by the tuple (S,A, P,R, γ, C), where S is a state space, A is an action
space, P : S × A× S → [0; 1] is a transition kernel, R : S × A → R is a reward
function, γ ∈ (0; 1) is the discount factor, and C = {ci : S ×A → R | i ∈ [K]} is
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a set of immediate-constraint functions, given the set K formed by {1, . . . ,K}.
Based on that, we also define a set of safety signals C̄ = {c̄i : S → R | i ∈ [K]}
as per-state observations of the immediate-constraint values. Finally, let policy
µ : S → A be a stationary mapping from states to actions.

We therefore study safe exploration in the context of policy optimization,
where at each state, all safety signals c̄i(·) are upper bounded by corresponding
constants Ci ∈ R:

max
θ

E

[ ∞∑
t=0

γtR (st, µθ (st))

]
s.t. c̄i (st) ≤ Ci ∀i ∈ [K] (2)

where µθ is the parameterized policy.

3.2 Linear Safety-Signal Model

Solving Eq. (2) is a hard task, even for a simple model describing the battery
dynamics. A key aspect to this challenge is the RL agent’s intrinsic need to
explore to find new and improved actions. However, it is not possible ensure
per-state constraint satisfaction at early training stages using a random policy
without prior knowledge on its environment. Notice this statement is still true
when the reward is carefully shaped to penalize unsafe states as for an RL agent
to learn to avoid undesired behavior it will have to violate the constraints enough
times for the negative effect to propagate in the dynamic programming scheme.

To mitigate this problem, we can add some basic form of prior knowledge
based on single-step dynamics. Single-step transition data in logs is rather com-
mon and more realistic compared to also knowing behavior policies. We do not at-
tempt a learning of the full transition model, but solely the immediate-constraint
functions ci(s, a). Considering [x]+ as the operation max{x, 0}; where x ∈ R , in
(15) we perform a linearization to obtain a first-order approximation to ci(s, a)
with respect to a.

c̄i (s)
∆
= ci (s, a) ≈ c̄i (s) + g(s, wi)

⊤
a (3)

where wi are weights of a neural network g(s;wi), taking s as input and outputs
a vector of the same dimension as a. This model is an explicit representation
of sensitivity of changes in the safety signal to the action using features of the
state.

From a set of tuples D =
{(

sj , aj , s
′
j

)}
independent of policy, we train

g(s;wi) by solving

argmin
wi

∑
(s,a,s′)∈D

(
c̄i (s

′)−
(
c̄i (s) + g(s, wi)

T
a
))2

(4)

were D is generated initializing the agent in a uniformly random location to
perform actions of similar characteristics along multiple episodes that end when
a time interval expires or when a constraint violation occurs. Training g(s;wi)
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on D is performed once per task as a pretraining phase that precedes the RL
training.

3.3 Safety Layer via analytical Optimization

To solve problem Eq. (2) we using Deep Deterministic Policy Gradient (DDPG)
[13], a policy gradient algorithm [2] whose policy network directly outputs actions
and not their probabilities.

Using the deterministic action µθ(s) selected by the deep policy network, we
use an additional layer located on top of the policy network, whose function is
to solve

a∗ = argmin
a

12∥a− µϑ(s)∥2s.t. c̄i (st) + g (s, wi)
⊤
a ≤ Ci∀i ∈ [K] (5)

Based on the assumption that no more than one constraint is active at the
same time we can gain the benefit of obtaining a closed-form analytical solution
to Eq. (5). Therefore, assuming the existence of a closed-form solution to Eq. (5)
denoted by (a∗, {λ∗

i }Ki=1), where λ
∗
i is the optimal Lagrange multiplier associated

with the i-th constraint, and that |{i|λ∗
i > 0}| ≤ 1; i.e., at most one of the

constraints is active, then

λ∗
i =

[
g(s;wi)

⊤
µ0(s)|c̄i(s)− Ci

g(s;wi)
⊤
g(s;wi)

]+

(6)

and

a∗ = µθ(s)− λ∗
i∗g(s;wi∗) (7)

where i∗ = argmaxi λ
∗
i .

The solution Eq.(7) is basically a linear projection of the original action µθ(s)
to the “safe” hyperplane with slope g(s;w+

i ) and intercept c̄i∗(s)− Ci∗ .

4 Experiments

In this section, we evaluated the proposed method in the simulated environment
of the li-ion battery model and we compared the results obtained using the
proposed methodology with other approaches such as reward shaping.

4.1 Experimental Setup

We assume the following parameters for the li-ion battery model: a nominal cell
capacity Cbat = 2300Ah, with a maximum charging current I(t) = 46A and
a minimal terminal voltage Vtmin

= 2V . Initially, the core Tc and surface Ts

battery temperatures are at the same as the ambient temperature Tf .
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Being the temperature an important variable in order to extend the life cycle
of a li-ion battery, we included the mean temperature Tm term in the continuous
state-space model. The charging current corresponds to the action chosen by the
agent, over a continuous action space, and applies to the environment as shown
in Fig. 2.

Fig. 2. Simplified agent-environment interaction scheme

The negative sign in the variable corresponds to a charging current. The
range limits for state and action spaces are defined by safe operating limits for
a li-ion battery and are specified in Table 1, along with other parameters of
the environment. The state and the action are normalized to the range [0, 1] so
as to increase stability during training of the algorithms. All the episodes were
initialized under the same environmental conditions for ease of comparison.

To avoid excessive manipulation during learning and to appreciate the real
effect of the safety layer over the obtained policy, we designed the following
reward function that depends on the actual SOC value:

R =

{
SOC − 1, if 0 < SOC < 1

−1, otherwise
(8)

The hyper-parameters used for training are shown in Table 2. Target networks
are composed of the same structure as their corresponding peer (actor or critic
network).

Agent learning consists of many training epochs, each of these followed by
an evaluation phase after a fixed number of steps. Also, for each epoch there
is a variable number of episodes used to update the buffer memory and reset
the environment conditions. The episode ends when a maximum step length is
reached or the agent reaches the maximum SOC. To obtain the safety signals ci,
a pre-training phase is performed to compute the Lagrange multipliers and the
action correction term. The remaining parameters used to describe the safety
model can be observed in Table 3.
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Table 1. Main hyperparameters of battery environment

Hyperparameter Symbol Ranges Unit

State Space S [5, 45] °C
Action Space A [-46, 0] A
Initial SOC SOC0 0.3
Initial SOH SOH0 0.9
Ambient Temperature Tf 25 °C

Table 2. Main hyperparameters of DDPG algorithm

Hyperparameter Symbol Ranges

Actor layers σ [128 64]
Critic layers ϕ [64, 128, 32]
Epochs eDDPG 100
Steps per epoch at training mt 6000
Steps per epoch at evaluation me 1500
Maximum episode length lmax 300
Batch size B 256
Replay Buffer Size D 1000000
Discount factor γ 0.99
Actor learning rate ασ 0.00001
Critic learning rate αρ 0.0001
Action Noise Range ϵ 0.01
Optimizer Adam

Table 3. Main hyperparameters of safety layer module

Hyperparameter Symbol Ranges

Constraint model layers C [2, 2]
Epochs eSL 5
Steps per epoch at training mt 6000
Steps per epoch at evaluation me 1500
Maximum episode length lmax 300
Batch size B 256
Learning rate αSL 0.001

4.2 Experimental Results

To compare the effectiveness of the proposed method we implemented a DDPG
technique without constraints and a DDPG strategy with reward shaping. Re-
ward shaping manipulates the reward signal to provide the agent with expert
knowledge to avoid undesired areas. Specifically, the agent is penalized with a
negative reward when the temperature Tm surpasses the temperature margin M .
The margin M is the upper limit at which the policy begins to correct its actions
so that the temperature does not exceed the restrictions. To determine the best
value for M , we set the penalty to r = −1 when the agent is above M and rolled
out series of 10 simulations with different seeds for M ∈ {0.05, 0.09, 0.12, 0.15}.
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The accumulated constraint violations, i.e. times the agent is outside the safety
bounds, for each run was determined.

The box plot in Fig. 3 represents at what extent the reward shaping strategy
is able to avoid the safety limits for each value M . As observed, for a margin
M = 0.12 the strategy shows the best performance. However, considering that
as the safety margin grows the battery capacity to reach the maximum SOC
decreases, we also consider a lower value M = 0.05 in the experiments. Notice
that as the margin grows, the number of violations goes down. This implies
a longer time to charge the battery. Therefore, the margin implies a trade-off
between the charging time and the number of safety breaks.

Fig. 4 shows the accumulated rewards obtained with the implemented strate-
gies during training phase. Even though all of them converge to the respective
policy, we can observe that using a shaped reward function causes more instabil-
ity during training, with large negative peaks of negative rewards produced by
constraints violations. The best performance is obtained by the DDPG strategy
without any restrictions. Unrestricted DDPG and DDPG+RS with M = 0.05
are severely penalized at the beginning of the training process due to the exces-
sive number of constraint violations. DDPG+RS with M = 0.12 achieves less
reward as it spends more time to get SOC = 1.

Fig. 3. Box plot of accumulated constraint throughout the training of DDPG with
reward shaping

We also obtained relevant metrics during the learning phase, which are shown
in Table 4. We compared for each technique the number of episodes and the aver-
age number of steps per episode to converge. The number of violations accounts
for the percentage of total episodes in which the temperature exceeds the limit.
Looking at the average number of steps required to complete a battery charge,
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Fig. 4. Cumulative reward through learning process obtained

we can see that DDPG charges the battery faster at the expense of a higher
number of constraint violations. In turn, the SDRL strategy allows the battery
to charge slightly faster than the RS methods without violating any constraints.
As stated, lithium ion batteries are prone to overheating during high charging
current rates, causing them to degrade over multiple cycles. We can see in the
last row the resulting SOH after the training process. SDRL far outperforms
all other algorithms, DDPG+RS with M = 0.12 reaches a %40 of degradation
(taking account a SOH0 = 0.9 according to Table 1) but with longer charging
time while unrestricted DDPG achieves %50 of SOH degradation.

Figures 5-8 show the obtained curves for different charging policies. Different
behaviors can be observed depending on the temperature limitation. The DDPG
algorithm (Fig. 5) charges the battery as quickly as possible using the maximum
current allowed, violating the restrictions. Because the policy does not account
for temperature, the current is nearly constant, and SOC = 1 is reached around
Step 150. DDPG+RS with M = 0.05, also uses the maximum allowed current
to charge the battery until the temperature reaches the margin, as in Fig. 6.
The policy then limits the current and increases the number of steps required
to achieve SOC = 1 to 200. Since DDPG+RS with M = 0.12 uses a larger
margin, as shown in Fig. 7, it starts correcting the current profile sooner. At
the expense of a large number of steps to charge the battery, we can observe
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a constant current profile with no restriction violations. The proposed SDRL
strategy operates near the temperature restriction but without any violations,
as observed in Fig. 8, while the time of charge is between the unrestricted DDPG
policy and those values achieved with RS.

Table 4. Battery charging data after training

DDPG DDPG+RS
(M = 0.05)

DDPG+RS
(M = 0.12)

DDPG+SL

Avg. steps for full charge 154.25 205.83 251 174.43
% of ep. with restriction violations 30.96% 9.09% 1.52% 0%
SOH value at convergence 0.3978 0.4872 0.5304 0.8602

Fig. 5. Battery charging process using only DDPG algorithm

5 Concluding remarks

One daunting factor for gas-powered vehicle owners considering switching to EVs
is the time it takes to charge the battery. Aggressive charge profiles can reduce
waiting time, but produce undesired electrochemical effects. It is thus necessary
to find charging profiles that keep the battery in an optimal range to maximize
battery life. In this paper, we use a SDRL approach to obtain high-quality charg-
ing profiles for a li-ion battery using RL algorithms that never violate constraints

ASAI, Simposio Argentino de Inteligencia Artificial

Memorias de las 52 JAIIO - ASAI - ISSN: 2451-7496 - Página 47



Fig. 6. Battery charging process using DDPG+RS with margin M = 0.05

Fig. 7. Battery charging process using DDPG+RS with margin M = 0.12

during learning. Specifically, we propose a DDPG algorithm to compute the pol-
icy and a safety layer that analytically solves an action correction formulation
per each state. This technique provides an elegant closed-form solution through
a linearized model learned on past trajectories consisting of random actions. We
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Fig. 8. Battery charging process using DDPG algorithm with Safety Layer

performed a number of experiments on an equivalent circuit that simulates the
battery dynamics under variable operating conditions and compared the results
with benchmark methods. Since the RL approach used is model-free, it learns
through direct interactions with the controlled system regardless of complexity
or parameterization. In general terms, the proposed model was more efficient
considering characteristics like time to complete a charge, smoothness of the
current profile and battery life maintenance.
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