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Abstract. Research over historical text volumes can be performed by
means of automatic tools that help historians achieve more abstract and
aggregated points of view. Tasks such as Information Extraction or Text
Mining can be performed more efficiently if Machine Learning models are
employed. We propose the evaluation of different state-of-the-art mod-
els over a new dataset for Named Entity Recognition. The dataset was
built over a History texts volume about General Güemes, a national
Argentinian independence hero. The results show that some models per-
form better in terms of precision, recall and f1-score for most types of
entities. Specifically, pretrained language models fine-tuned for this par-
ticular task show considerably higher performance than classical models
based on word embeddings and other kinds of representations and mod-
els. Besides, statistical tests are provided to ensure the significance in
the differences of the performance values attained. Hence, the contribu-
tion of this work is twofold, on the one hand a new corpus and dataset
for Named Entity Recognition and a complete statistical assessment of
performance values of state-of-the-art models over the generated dataset.

Keywords: Named Entity Recognition and Classification · Argentinian
History · Pretrained Language Models.

1 Introduction

Information retrieval tasks have gained importance in the efficient formulation
of hypothesis and conclusions arising from rigorous research over different scopes
of history, social sciences and related disciplines. The different characters, facts
and dates of interest can be identified and retrieved from the documents that
make up documentary funds. This is a first step for building knowledge bases
that allow mining relationships among the found entities. This is the context
where Named Entity Recognition (NER) becomes fundamental [14]. There are
different approaches for performing a NER task in an automated way: Searching
for regular expressions matches into the original text strings that identify the
presence of typical text structures of entity references, or using Machine Learning
(ML) tools to detect the type of element (entity or not) in each position of
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the original sequence. While methods based on regular expressions can provide
very good results in general [4], a lot of important information can be lost due
to the multiple ways of writing a name or an address. Even if we can typify
all possible ways of writing for references to entities of different classes, the
algorithm that finds the matches with corresponding regular expressions will
become highly inefficient as the number of possibilities grows. There may also
be small typing errors or subtle differences in the typing that cause the loss of
relevant information, and/or the need for a constant update on the algorithm’s
regular expressions list.

The use of ML tools to perform NER tasks allows the generation of software
pieces adapted to the original documents’ context [5]. The associated cost –as in
any task involving ML– is the necessity of training data volumes and the corre-
sponding training process for each context. However, depending on the accuracy
(and other ML metrics) of the developed models for the different types of entities
and documents, they can perform at an acceptable level when employed in simi-
lar contexts [8]. For instance, in the context of text volumes that share syntactic
and grammatical styles, an ML model trained on one of these contexts could
likely achieve similar performance on the other volumes, or could be efficiently
fine-tuned by adjusting the weights of its outer layers.

This NER task is closely related to the objectives of the associated research
project, as it solves an immediate, natural and fundamental information de-
mand for different stages in data analysis, search and visualization, among oth-
ers [20]. The search for interactions between characters, dates, facts and other
types of entities in historical documentary collections cannot be carried out
without previously identifying all entity references. This process is linked with
other works developed under our project, such as the automated transcription
of manuscripts [18] and the OCR post-processing of the available printed docu-
ments [19, 12], as a consecutive step after such tasks. In addition, the subsequent
phase of information extraction by recognizing relations between entities presents
a total dependence on the availability of a NER mechanism. In this sense, NER
plays a central role in the complete workflow.

The starting point for building NER models and software tools for our pur-
pose is supported by the most promising and relevant software and results in
this task, namely the state of the art in NER, both for production and research
instances. As a baseline we take the models and software developed by Honni-
bal and Montani [6] (Spacy software), Manning et al [11] (Stanford CoreNLP
toolkit), and Transformer-based models as Multilingual BERT [3], BETO [2]
(Spanish language pretrained version of BERT from the Computer Science De-
partment - Universidad de Chile) and SpanBERTa 3.

This work has two main contributions: First, a new dataset has been re-
leased for the evaluation of NER models in a historical context, specifically for
Argentinian texts of the Revolution period (19th century); and second, a set of
models and scripts have been made available to the community, for performing
the task of NER in documentary volumes of the same period and location. Such

3 Available at: https://skimai.com/roberta-language-model-for-spanish/
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scripts and models can be reused for different tasks, hopefully with high levels
of precision, recall and f1-score.

Next sections describe the following topics. The Related work section shows
approaches to tackle the NER problem using ML tools, from Conditional Ran-
dom Fields to Transformer-based models. Next, the Methodology section illus-
trates how the dataset was built and the process of implementation of the differ-
ent tools employed for the NER task. Then, the Results section shows the key
aspects of the experiments carried out. Finally, the conclusions about results
and future research lines are expressed.

2 Related work

The NER task is particularly hard to approach by means of non-ML techniques,
given the stochastic nature of language in general. A NER tool should be aware
of too many complex rules that change all the time, with every new language, di-
alect or speaker/writer in general. Many ML techniques have been employed for
solving this sequential tagging task. For instance, Huang et al [7], employ a com-
bination of Convolutional and Recurrent Neural Networks (CNN-LSTM), repre-
senting texts with byte-pair encoding and achieving interesting results in popular
corpora such as CONLL 2003. Another more recent approach to NER [22] takes
care of the possibility of existing unlabeled entities in the datasets, tuning some
specific parameters over ML models, also keeping and enhancing performance
values.

In the context of software packages for production environments, many projects
have been developed making use of ML tools such as pre-trained language mod-
els. Spacy [6] is a software project that makes use of different word embedding
architectures and state-of-the-art language models for Natural Language Pro-
cessing (NLP) tasks in its last versions. Stanford CoreNLP is another software
developed for NLP tasks, that implements ML models trained over big corpora
in different languages.

Recent research works put the focus on trending kinds of ML instances,
mostly employing Transformer-based language models [16]. Yamada et al [21]
employ entity embeddings based on knowledge bases, combining it with pre-
trained language models. They show different experiments performed on known
datasets from the NER literature. Their results are part of the state of the art in
the discipline. Besides, models for more specific tasks can be achieved by means
of these language models, as the case of the work of Alkomah (2022) [1], where
the goal is the detection of fraud by means of NER in clinical texts.

3 Methodology

Given the final goal of developing an ML platform for NER in historical texts
of the Revolution period in Argentina, the complete task involved the phases
of corpus building, state-of-the-art tools evaluation, fine-tuning of pre-trained
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language models and a test phase for the tuned models. Next subsections explain
the NER task and each enumerated phase for this project.

3.1 The NER task explained

NER is essentially a sequence labelling problem, where the objective is to predict
the class each token belongs to. The corresponding token concept for this problem
is associated with the words of the text sequence, i.e. each word in the text
represents a token of the related sequence. In the first place, the detection task
consists of a binary classification problem for each token, determining if it belongs
to an entity or not. On the other hand, the recognition task involves stating the
class an entity belongs to, among an arbitrary number of possible entity types.

According to the context of the particular NER task performed, there is a
set of classes previously identified for the recognition task. For instance, in most
information retrieval systems it is useful to look for people, dates or places, but
in more specific contexts such as medical reports, the entities could be diseases
or medical studies.

Given the natural class imbalance that exists in this kind of problems (many
non-entity tokens compared to entity tokens), the accuracy metric is not suitable
for measuring performance. Instead of that, metrics like precision, recall and f1-
score provide realistic performance results, avoiding the possibility of getting
good performance by only returning ’non-entity’ for every token.

3.2 Building a corpus for NER in historical documents of Argentina

The texts volume employed for this task is “Güemes Documentado”4 (GD). It
consists of a set of letters and legal documents related to General Güemes, and
a narrative text that accompanies them. In this work, a subset of the first and
second volumes of GD (specifically 30 pages of volume 1 and 90 of volume 2) have
been annotated for NER. Table 1 summarizes the composition of the generated
dataset. The entity types annotated are Date (DATE), Location (LOC) and
Person (PER). Most entities belong to the class PER, and there are 94.49% of
Outer tokens (i.e. text that does not belong to any type of entity). This number
denotes the classical imbalance problem present in corpora annotated for NER.

Table 1. Number and percentage of different types of entities in the text.

Type of entity Number of tokens Percentage

OUTER 45415 94.49%

PER 1254 2.61%

LOC 837 1.74%

DATE 559 1.16%

4 http://www.portaldesalta.gov.ar/documentado.html
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The annotation tool adopted for this task was Doccano 5, given the ease of
use and installation it provides. Fig. 1 shows an instance of this tool for the
annotation process of GD. In that figure the different visualization features of
the Doccano tool can be appreciated.

Fig. 1. Visualization of the Doccano tool for the GD annotation process.

Prior to the annotation phase with Doccano, a cleaning phase was carried on
with the covered GD texts. This phase is known as post-OCR correction, and
is necessary due to the pervasive amount of errors that optical text acquisition
tools often have. As part of the same research project, post-OCR correction
has approached from an ML perspective [13] in parallel, and we expect to use
the developed tools on the rest of the GD texts. Once the corpus was cleaned
and annotated, the next phase was a transcription of the Doccano format to
the corresponding format of each technological tool employed. In the case of
Stanford NLP we did not train nor fine-tune new models. Instead, we evaluated
this out of the box. Hence, the format migration consisted only in capturing the
tokens from the annotation source and tagging them with the tool. For the case
of Spacy and pre-trained models based on Transformers, a conversion from the
original Doccano format to the CoNLL format [15] was required. Then, each
token and its related tags are identified with a line in the corpus file, separated
by a blank space (one-token-per-line format).

5 https://doccano.herokuapp.com/

ASAI, Simposio Argentino de Inteligencia Artificial

Memorias de las 51 JAIIO - ASAI - ISSN: 2451-7496 - Página 102



3.3 Software packages for the NER task

In order to test the performance of available software tools for NER, two packages
were evaluated: Spacy 6 from the Explosion group, and Stanford Core-NLP 7

from the Stanford NLP Group. For the Stanford case, special tokenization rou-
tines were necessary for adapting the tokens to the Ground Truth (GT) volume.
This is caused by the specific tokenization routines in this case, that do not
match exactly with the words tagged in the GT, avoiding the calculation of ML
metrics for NER performance. After including the custom tokens, such perfor-
mance metrics were computed for this software tool in the present task.

Spacy is a complete platform for NLP tasks designed for production en-
vironments. In it’s last versions, Transformer-based models such as BERT [3]
and derivatives were included given the high performance they achieve in many
cases. Formerly, this suite only included classical models based on the Common
Random Fields (CRF) or Neural Networks techniques, using specific word em-
beddings for each language. In the present work we report very promising results
of this tool for GD texts.

Stanford CoreNLP is a classical library with CRF models trained over An-
cora and CoNLL datasets. The different models available for this library allow
alternatives for each task to be carried on. For this task, a CRF model based
on the Ancora corpus was used. Resutls do not show higher performance with
this model than those attained with Spacy or Transformer models, but it is
surely due to the advances in the techniques employed. CRF comprises an older
methodology than Transformer-based models.

3.4 ML Transformer-based models

The current state of the art in most NLP tasks has been governed by Transformer-
based models, starting with the appearance of BERT [3]. The ease of use derived
from libraries and frameworks such as HuggingFace Transformers [17] allowed
the availability and reproducibility of popular baselines for the complete NLP
community. Besides, more than fine-tunning efforts for transfer learning tasks,
some authors performed complete training tasks from scratch with the goal of
generating brand new specific NLP models for other languages, with Spanish
among them. Even though BERT Miltilingual is one of the variants of BERT
and actually includes Spanish, in this work two specific Spanish language models
based on BERT derivatives were fine-tuned and evaluated for our task: Span-
BERTa and BETO, in order to compare performances.

SpanBERTa is a RoBERTa-based [9] model trained from scratch for Spanish
language by the Skim AI Company 8. The corpus used for this purpose is the
Spanish fraction of OSCAR 9, a huge multilingual corpus obtained by language

6 https://spacy.io/
7 https://stanfordnlp.github.io/CoreNLP/
8 https://skimai.com/
9 https://oscar-corpus.com/
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classification and filtering tasks. In this work we employ the SpanBERTa original
model and fine-tune it for the NER task on GD corpus.

Another Spanish language model based on a BERT architecture is BETO [2]
from DCC-UChile. BETO has been built and trained with the BERT basic
architecture, and has 110M parameters. The data employed for the training
process was acquired from Wikipedia, Spanish blogs, Subtitles and many other
sources, making up a comprehensive repository for the task.

4 Results

This section summarizes the results obtained with each one of the described tools
and models. As the NER task inherently includes imbalanced datasets, plain
accuracy metric is not suitable for the evaluation of models. Then, Precision,
Recall and F1-score are reported for each case.

For the case of the Stanford NLP tool, we only report the performance in the
complete corpus, using an Ancora CRF model out of the box. Hence, the use of
such tool and model on the described dataset resulted in a Precision of 70%, a
Recall value of 52.33% and hence the F1-score was 59.89%.

Spacy offers a complete suite of tools for carrying out training procedures for
it’s ML NLP models. The dataset was split into three parts, 60% for training
the models for the task, 20% for validation set and 20% for the test set. The
fine-tuning and assessment of an existing Spacy model for this task resulted in
considerably higher levels of F1-score, Precision and Recall, compared to Stan-
ford tool. Even though, the achieved values do not outperform the results of using
state-of-the-art Transformer-based models, as reported in the next paragraphs.

Apart from testing the Spacy and Stanford tools for the present NER task,
we report the results of three state-of-the-art Transformer-based models, one
multilingual and two specifically pre-trained for Spanish language. The com-
plete process of training and the new annotated corpus are accessible through
the Github site of one of the authors 10. In order to have statistical significant
volumes of data, each model has been fine-tuned and evaluated with three dif-
ferent numbers of training epochs, and each configuration had 30 independent
runs. As done for the Spacy suite, 60% of the tokens of the dataset were used
for training, 20% for the validation set and 20% for the test phase. Table 2 and
figure 2 show the mean values of performance on the test set for each metric and
training setup. A first trend can be observed having BETO as the best perform-
ing model for most metrics and numbers of training epochs. Such trend is an
effect of higher values in Recall for BETO, but the Precision metric is only higher
in BETO for 30 epochs, while BERT-base Multilingual outperforms BETO in
10 and 20 epochs. This fact could indicate that BETO is the best model for
the current NER task, but requires more fine-tuning resources. Another direct
consequence of this analysis suggests that maybe SpanBERTa is not a very good
model for this task, despite the high performance values.

10 https://github.com/facudarfe/NERC-GuemesDocumentado
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Table 2. Mean values for Precision, Recall and F1-score for 30 runs of each model and
training epochs configuration.

Model BERT-base Multilingual SpanBERTa BETO

10 epochs
Precision 81,95% 78,69% 81,57%

Recall 82,50% 74,78% 86,41%
F1 82,21% 76,98% 83,91%

20 epochs
Precision 81,37% 77,12% 81,04%

Recall 82,89% 75,03% 86,94%
F1 82,11% 76,03% 83,88%

30 epochs
Precision 80,92% 76,53% 81,42%

Recall 82,71% 75,29% 87,16%
F1 81,80% 75,87% 84,19%

Fig. 2. Average values of metrics for each model and training configuration.
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Figure 3 shows three graphs of the performance of each run in the fine-tuning
experiments for the different models. As can be seen there, BETO outperforms
other models with F1 values that reach more than 86.15% and always achieves
more than 81%. BERT-base Multilingual F1-score moves over the range between
79%-85%, a few steps lower than BETO. Finally, SpanBERTa shows values be-
tween 75% and 80% of F1, but sometimes this value is even lower than 60%. In
terms of the observation of these graphs, BETO seems to be the best contender
for this task, but the statistical significance of this difference should be assessed.

Fig. 3. F1-score for independent training and evaluation runs on the models BERT-
base Multilingual, SpanBERTa and BETO for the NER task.

In order to state the statistical significance of the difference between config-
urations in the experiments performed, the Mann-Whitney U rank test [10] was
taken for each pair of samples. This test assumes as null hypothesis that the two
corresponding samples come from the same population. By rejecting the null
hypothesis, the difference between media and standard deviation values turns to
be statistically significant.

Figure 4 shows the results obtained for the Mann-Whitney U rank test for
every combination of models and configurations. In this figure, red boxes reflect
non-significant differences on the training configurations represented by the cor-
responding row and column in the table. On the other side, green boxes stand
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for significant p-values, hence denoting instances that are statistically different
in F1-score. For instance, it is remarkable that the differences between different
configurations of the same model have no significant p-values for the test, tak-
ing as an example BERT 10, BERT 20 and BERT 30, while every comparison
between two different models yielded significant p-values as well. This results
confirm the statements about which model should be considered the best choice
for the current NER task.

Fig. 4. Results of Mann-Whitney U rank test over F1-score of pairs of samples for each
configuration of model and training epochs. Red-coloured boxes indicate non-significant
p-values and green-coloured boxes indicate the pairs that exhibit a significant difference
of F1-score.

5 Conclusions and Future work

In this work a complete NER task has been reported. First, a corpus for NER
has been generated and disposed for the use of the worldwide scientific com-
munity, for Spanish language. This corpus consists of historical texts from the
Argentinian Revolution period, regarding the life of General Güemes. For the
annotation process the Doccano tool was employed, and the entity types worked
were people, places and dates. The new corpus represents a very valuable con-
tribution of this work.

We report results for the NER task over this new corpus by means of two
different types of software tools: Classical production NLP tools and state of the
art Transformer-based pre-trained models. For the case of the former production
tools, the results achieved are not as high as the performance of Transformer-
based models. Besides, a statistical test was carried on to enforce the difference
among median values of performance of Transformer-based models. Hence, we
can conclude that the pre-trained model BETO achieved the best performance
values in the related experiments.

With the purpose of enhancing the results obtained so far, one prospect of fu-
ture work will be the exploration of data augmentation techniques on the dataset
for acquiring better performance values. Besides, another important work will
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be the inclusion of previously studied post-OCR processing models for the semi-
automation of the text acquisition process. This way, a very modern pipeline
for historical texts processing could be available for historians and humanities
researchers.
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