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Abstract. Structured information is a valuable resource in information
systems construction. The process of structuring unstructured data can
be automated, but since machines can’t directly process natural lan-
guage texts, NLP techniques are required. This work aims to evaluate
different approaches to perform attribute-value extraction in real estate
descriptions, in the context of the construction of a real estate observa-
tory for the Province of Buenos Aires. The performance of each model
is measured using precision, recall and F1-score with a partial matching
approach.
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1 Introduction

E-commerce is an industry that has been growing rapidly over the last years.
Every day people around the world publish products, search for products and
order products online. Structured data is well-organized and can be easily ana-
lyzed [19], being fundamental to build recommendation engines, categorization
systems, and product comparison platforms. Most of the information available
on the Web is published in natural language, which makes it challenging for ma-
chines to automatically process that data and make inferences from it. Ontologies
enables data to be organized and structured in a machine-readable format [25].

Real estate websites are not exempt from this characteristic, since they usu-
ally don’t include metadata to automatically extract the information. Adver-
tisements are usually written by users using templates, where they fill out a
table with some predefined features, and free text descriptions. This work un-
folds within the scope of the project named “Observatorio de Valores del Suelo
e Instrumentos de Financiamiento del Desarrollo Urbano”. The OVS is a collab-
orative initiative between the scientific-technical community and the provincial
public sector, with the goal of systematically collecting georeferenced informa-
tion on real estate values. Furthermore, it aims to foster the development of tools
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for urban land management and public participation in real estate valuation [2].
OVS is structured by a real estate ontology and data is extracted from real estate
advertisements [13].

Real estate advertisements include both tabular and unstructured informa-
tion. Tabular data can be automatically extracted by agents, but descriptions
entail challenges due to the machines’ lack of comprehension of the natural lan-
guage. Since valuable information can be present in real estate descriptions, it is
desired to process them. Natural Language Processing (NLP) allows machines
to understand texts written in human language [17]. Early attribute extraction
systems were rules-based. Then, machine learning advances allowed researchers
to discover new strategies to automatically extract data [12]. Atribute-value ex-
traction is the task to identify a feature that describes a real object, and its
correspondent value.

The goal of this work is to find an approach to extract attribute-value pairs
from descriptions in real estate listings written in natural language in Spanish,
in order to enrich and validate OVS data. For example, given an attribute-
value pair stored in the OVS such as {address: Buenos Aires al 4500}, and
a description in natural language about that real estate, the objective is to
extract the value of the address from the description. This extraction aims to
verify existing information or to add new information if it weren’t present. For
example, if the extracted description was ‘Buenos Aires al 4500°, the previous
information can be validated, while if it was ‘Buenos Aires n® 4565’ more detail
about the real address can be added.

This work evaluates three NLP-based approaches for attribute-value pair ex-
traction in the real estate domain: Rule-based matching, Named Entity Recogni-
tion and models based on the Transformers architecture (in particular, Question-
answering models and GPT-3). The evaluation is done using the precision, recall
and Fl-score metrics.

This article is organized as follows. Section 2 provides a review of related
works in the context of Natural Language Processing (NLP) for attribute ex-
traction within the e-commerce domain. Section 3 describes the OVS and defines
the problem of detecting variables in real estate descriptions. Section 4 describes
how different approaches are applied to perform the task of attribute-value ex-
traction. Section 5 describes the metrics and the data used to evaluate the ex-
traction approaches. Section 6 reports the results obtained for each approach to
extract the desired features. Finally, section 7 summarizes the work and presents
some future lines.

2 Related works

Baur et. al. [6] evaluate several machine learning models to valuate real estate
based on their textual descriptions. Different techniques based on NLP are used
to extract attribute-value pairs in natural language texts. Anantharangachar et.
al. [5] extract features from text in the form of semantic triples to populate an
ontology. They use NLP and pattern matching to extract features from a de-
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scription, so they can build triples based on the subject-predicate-object tags
but also discover values of the features present in text. Linkova & Gursky [18]
suggest methods to extract attributes and their values from product descrip-
tions on e-shops. They propose algorithms to deal with three data types: string,
boolean and number. Boolean attributes are detected as true if a mention is
found in the text. Numeric attributes are detected using patterns to extract the
attribute name, its value and the unit of measurement. To extract string data
they apply exact matching and then search for the value based on known values
for that attribute, but they mention that NLP could improve the performance.
Al Amoudi et. al. [3] use rule-based matching to extract metadata of a book
from the PDF file. Ghani et. al. [14] present a system based on deep learning
algorithms with the capability of inferring implicit and explicit attribute-value
pairs from product descriptions, to augment products’ databases.

Zheng et. al. [27] present OpenTag, a tool to discover and replace missing
values of certain attributes on product listings from unstructured text (such as
title, description and bullets). They apply a deep learning architecture with an
attention mechanism to detect the values. Sabeh et. al. [22] develop CAVE, a
tool for attribute correction and enrichment on the e-commerce domain. CAVE is
based on the Question-Answering paradigm, wherein each attribute is extracted
through a question. Wang et. at. [26] propose AVEQA, a BERT-based model
which can classify unanswerable questions based on its context. Probst et. al. [20]
train a model to extract attribute-value pairs in product descriptions, based on
the co-EM algorithm with Naive Bayes to classify the identified concepts into
attribute or value. They use a dependency parser to relate the attribute to
its corresponding value. Finally, human intervention allows for correcting results
returned by the model. IDEALO [1] is a product price comparison software. They
propose a BERT-based solution as an improvement of the rule based method to
extract numeric attributes present in product descriptions, to enrich the existent
database.

Zou et. al. [28] introduce EIVEN; a generative framework to perform implicit
attribute-value extraction from product descriptions. Brinkmann et. al. [7] uses
ChatGPT to extract attributes and values from product descriptions. They com-
pare its performance against different input designs, having the possibility that
the model responds “I don’t know” in case the answer is not present in the con-
text. These input designs may be similar to QA for answering single questions
or multiple questions, or may be stating the extraction task in a given response
output format. The work also compares this approach with QA and NER.

3 Observatorio de Valores del Suelo

A Real Estate Observatory (REO) is a system that collects real estate data into a
georeferenced database. An REO provides up-to-date and accurate information
on trends, prices, supply, and demand for real estate in a specific location. This
information is useful for professionals to make decisions based on the current
market situation. In this regard two organisms of the Province of Buenos Aires,
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OPISU and CIC introduce the project named “Observatorio de valores del suelo e
instrumentos de financiamiento del desarrollo urbano” where the LIFTA research
center participates in its construction. The main goal of the project is to have
open data to contribute to urban financing through urban capital gains recovery
instruments [10]. The Observatorio de Valores del Suelo (OVS) is a tool that will
allow the State to quantify the appreciation of real estate prices, and therefore
contribute to the implementation of policies to improve popular habitats [2].
The OVS database was built using real estate advertisements extracted from
different e-commerce platforms in Spanish, and it is stored in RDF format. Se-
mantic support is given to the OVS by a real estate ontology that defines the
main concepts of this domain, such as the number of rooms, address, etc. [13].
Figure 1 depicts an instance of a property from the OVS. Some elements, such as
room dimensions, bathroom dimensions, and coordinates, were extracted from
tabular information. The description is stored as text according to the published
listing, and it contains features that could be extracted as: {address: Avenida
Montevideo y 105}, {lot dimensions: 8.66 x 28 mts}, {FOT: 1.8}. Structured

[-4.003, 4.003]

-has_part—>| Bathroom —:has_size—» Dimensions

:has_value :has_unit_of _measure
Property1 2 C m?2 >

| -has_part—| Room | —has_size—»  Dimensions

:description
:has_value |:has_unit_of measure
2 ) (e )

: has_coordinates

Avenida Montevideo y 105. Lote de 8.66 x 26 mts. Ideal emprendimiento.
Zona S2 R3 con cloacas. FOS 0.6 y FOT 1.8. Densidad 800 habitantes

Fig. 1. Instance of a real estate in the OVS

data allows process automation, therefore recognizing attributes and their val-
ues in unstructured text is an essential task to improve the information on the

OVS.

3.1 Problem definition

The problem addressed in this work is to extract attributes and their values
present in the text descriptions of real estate listings stored in the OVS database.
The variables to be extracted are defined by domain experts of LINTA, based
on the relevance of those features to the OVS. They define a variable as an
attribute that describes a real estate. For each variable, they define its name, a
brief description, the data type (numeric, boolean, text) and the most common
ways of writing them. Variables are explained below.
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— Address. The address of the property. It is desirable to identify inconsis-
tencies between the address field of the OVS and the address to be extracted
from the description field of the OVS. If the address field is empty, it could
be filled by the address extracted from the description.

— FOT. It’s a numeric indicator of the land’s potential for vertical construc-
tion.

— Irregular lot. The shape of the lot. It is a boolean variable that indicates
whether the lot does not have a quadrilateral shape, which may imply a
lower price of the lot.

— Lot dimension. Front and side sizes.

— Corner. It is a boolean variable that indicates if the property is located at
a street intersection or not. These properties tend to be more expensive.

— Neighborhood. This variable indicates the name of the neighborhood.

— Multiple facades. It indicates the number of facades of the property.

— Swimming pool. It is a boolean variable that indicates if the property has
a swimming pool or not.

4 Extraction approaches

4.1 Rule-based matching

NLP allows machines to process texts written by humans. Thus, each linguistic
unit is named token, and each token is annotated by syntactic and grammati-
cal tags. Spacy* is an NLP tool that provides rule-based matching by sequence
matching and dependency matching. Hence, a pattern is defined as a list of dic-
tionaries, within each dictionary describes the attributes that a token should
satisfy to match. As a result, rule-based matching can be performed by defining
patterns to automatically detect the structure defined by the list of dictionar-
ies. Sequence matching is used to detect sequences of tokens, while dependency
matching can be applied to extract matches based on the syntactic dependencies
on the text.

For example, a pattern to identify a basic format address like “Independencia
1916” can be defined as follows: [ {‘POS’: ‘PROPN’, ‘OP’: ‘+’}, {'LOWER’: ‘al’,
‘OP’: ‘7’}, {‘'LIKE_NUM": True} ]. The PROPN POS tag means proper noun.
Names are proper nouns, so street names could be recognized with this tag.
The ‘7’ operator means optional, so the preposition al could be present or not.
Finally, a numeric value determines the house number.

To define precise patterns, it is necessary to know how each variable is com-
monly written in texts. The address can be present in the descriptions in different
formats: (1) street and number (Independencia 1239), (2) street and intersection
(Independencia y 2), (3) street and between streets (Independencia e/ Industria
y Edgar Aschieri), (4) by neighborhood name and/or lot in which the offer is
located inside a condominium (Barrio Grand Bell Lote 57), (5) other types of
situations that are not reflected in the previous categories (Ruta 15 km 12).

4 https://spacy.io/
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Multiple patterns are defined to support the extraction of addresses. FOT is as-
sociated to one number, but in a few cases it may have multiple values. A pattern
is defined for each case. Dimensions are usually present in the following format:
a number, followed by a keyword such as ‘x’, and another number (10 x 15 mts.).
Unit measures can be present or not. It is also usually to find dimensions in a
complex format, describing with many words the feature (15 metros de fondo
por 25 metros de largo). To extract the name of a neighborhood, the keyword
‘Barrio’ (neighborhood) is expected to be present, followed by a sequence of to-
kens with the PROPN POS tag. The amount of facades is usually present as a
number followed by the keyword ‘frentes’, but it is also common to find mentions
as ‘salida a dos calles’, which means that the lot has exits onto multiple streets.
For boolean variables, the presence of the attribute in the text is recognized as
a positive value. For example, if the word ‘esquina’ (corner) is present, it means
that the property is located at the intersection between two streets.

Table 1 summarizes the patterns defined for each variable and examples that
the patterns can recognize.

4.2 Named Entity Recognition

Named Entity Recognition (NER) [23] is the task of NLP which allows to extract
concepts from text and categorize them according to previously defined labels.
Since extracting specific domain variables requires training a NER model, Spacy
is chosen for this purpose because of its large model for Spanish language and its
customizable NER component. NER is usually trained by supervised learning,
so it requires a big corpus of annotated data. Since available open data in the
real estate domain is very limited, corpus data should be generated. The task of
creating the corpus to train a NER model requires defining the tags, having a do-
main dataset to annotate, and defining the annotation strategy. The annotation
strategy involves a group of domain experts who must follow certain guidelines
to create homogeneous annotations, i.e. having consistent annotations over the
data to ensure the model is trained correctly.

Tags are defined according to the variables to be detected. For each possible
writing format of addresses, one tag is defined. Then, for each of the remaining
variables, a tag is defined. Data to be annotated is extracted from the OVS
database, selecting only the description attribute and generating several text
documents. Documents are equally assigned to each person involved in the task,
in addition to a file that defines the tags to be used. NER Annotator for Spacy®
is the software used to perform the task because of its easy-to-use web inter-
face. People must annotate each description of their assigned documents with
the available tags when a mention is present. When the process is finished, all
annotations are merged into a single file which is then used to train the NER
model.

® https://tecoholic.github.io/ner-annotator/
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Table 1. Defined patterns for each variable

Variable

Pattern

Address (street and number)

[
{'LOWER’: {'IN": [‘calle’, ‘avenid: agonal’, ‘diag']}, *
o op

{*POS’: ‘PROPN’, ‘OI-;' “+h
{'LOWER': ‘al’, ‘OP": 7'},
{‘LIKE_NUM: Tr

diagonal’, ‘diag’]}, *

Y
{‘LIKE_NUM': True}

Av. Manuel Belgrano al 6200
Diag. 73 nro® 3450
Alberti 3359

]
[
{'LOWER’: {'IN*: [‘calle’, ‘avenida’, ‘av’, ‘diagonal’, ‘diag’},
{'TEXT": *, ‘0P 7'},
{'POS™: {'IN’: [[PROPN’, ‘NUM']}, ‘OP": *+'}, calle Alsina y Av. San Martin
Address (street and intersection) {LOWER’: {'IN*: ['y’, ‘¢, ‘esquina’, ‘esq.|}}, calle 19 y calle 36
{'LOWER’; ', ‘avenida’, ‘av’, ‘diagonal’, ‘diag’|}, ‘OP":* 7'}, 7y 50
{*TEX’ 7},
{POS" [PROPN’, ‘NUM'[}, ‘OP": 47},
]
[
{'LOWER’: {'IN": [‘calle’, ‘avenida’, ‘av’, ‘diagonal’, ‘diag’]},
{'TEXT": *, ‘0P 7'},
{POS’: {'IN: [[PROPN", ‘NUM|}, ‘OP": *+},
{'LOWER: {IN*: ['e/", ‘entre’, ‘e’|}}
{TOWER': {IN: [calle, ‘axenida’, ‘av’, diagonal’, ‘diag]}, ‘OP™:7’}, calle 7o/ 71y 72
street and between streets) | {TEX' 0P}, Indonaniencis of San Martin v Bl
{POS’: {IN": [PROPN’, ‘NUM'|}, ‘OP": *+}, P ¥ belgrano
{'LOWER’: 'y},
{'LOWER’: {'IN*: [‘calle’, ‘avenida’, ‘av’, ‘diagonal’, ‘diag’]}, ‘OP":* '},
{'TEXT": *, ‘0P 7'},
{POS™: {'IN’: [[PROPN’, ‘NUM]}, ‘OP": *+'},

|

[
{'LOWER’: ‘lote’},

Address (lot in a private neighborhood) LG Xt PROPN) lote 24
]
[
{'RIGHT _ID’: “fot’, ‘RIGHT_ATTRS’: {‘ TEXT": {IN"[fot’, ‘f.o.t'|}}},
D’: *fot’, ‘REL_OP”: "=, ‘RIGHT_ID": ‘NUM’, ‘RIGHT _ATTRS’: {'DEP’: ‘nummod’}}
FOT 1
FOT [ F.O.T 3.6
{'LOWER’: {'IN*[fot’, ‘Lo.t[}}, FOT residencial: 2.5 FOT comercial: 3
{'LOWER’: {'IN":[res’, ‘residencial’, ‘com’, ‘comercial’, ‘industrial’ |}, ‘0P’ *?'},
{IS_PUNCT": True, ‘OP’*?"
{'LIKE_NUM": True}
|
[
{‘LOWER’: “irregular’}
|
Irregular Terreno irregular de ...

[
{'LOWER’: {'IN":[lote’, ‘forma’[}}, {POS’: ‘ADJ’}
]

Lot dimensions

[

{'LIKE_NUM: True},

{'LOWER’: {IN": ['mts’,‘m’,‘metros]}, ‘OP™: 7'}
{LOWER’: {'IN*: [‘por’,'y" x|} },
{'LIKE_NUM': True}

{'LOWER’: {'IN: ['mts’,‘m’,‘metros’|}, ‘OP*:* 7'}

8.66 x 26
8.66 x 26 m
17,32 mts y 26 mts

|
[[LOWER': ‘esquina’}]

Corner TLote en importante esquina...
. {'LOWER’ {‘IN: [‘barrio’, ‘estancia’, ‘country’, ‘club’]}}, o
Barrio {POSPROPN, ‘OP’: 1" Barrio Grand Bell
1
[
Facades amount {RIGHT_ID’: “frent S {‘LOWER’: {IN: [‘frentes’, ‘frente’]}}}, f‘i‘:‘::::m
{1 I'_ID’: ‘frentes’, ‘REL_OP’ ‘RIGHT_ID™: ‘NUM’, ‘RIGHT _ATTRS": ('I)HP': ‘n\unnmd'}) ;

Swimming pool

|
[(LEMMA™: {IN: [piscina’, ‘pileta’[}]]

El lote posee pileta
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4.3 Transformers

Transformers is an efficient neural network architecture that uses an attention
mechanism to optimally capture word dependencies [24]. BERT [11] is a pre-
trained model based on the transformers architecture which can be used to
perform different NLP tasks, such as Question-Answering (QA). QA systems
generate an answer to a question given a certain context written in natural
language [4]. The system should have the capability of recognizing whether the
answer is present or not, and return “I don’t know” in case of the latter. Models
chosen are BERT-based that support the Spanish language, and are available in
HuggingFace® platform:

1. mrm8488/bert-base-spanish-wwm-cased-finetuned-spa-squad2-es
2. timpal0l/mdeberta-v3-base-squad2
3. rvargas93/distill-bert-base-spanish-wwm-cased-finetuned-spa-squad2-es

Since all of these are BERT-based implementations, they have some differ-
ences. (1) BETO [9] is a BERT model trained on a big Spanish corpus. (2)
DeBERTa [16] is a model that improves BERT and RoBERTa using disentan-
gled attention and an enhanced mask decoder. mDeBERTa is the multilingual
version of DeBERTa, which includes support for the Spanish language. (3) is
the BETO model that uses distillation to reduce the complexity of the base
model, maintaining a good performance. All of these models are trained over
SQuAD2 dataset [21], to ensure that the model can answer “I don’t know” when
appropriate.

Given a set of desirable features to extract and a collection of real estate
descriptions, a question is formulated for each feature, setting the description as
the context. When the answer is not present, the models should return an empty
answer.

Another rising technology is conversational models based on attention mech-
anisms. GPT-3 [8] is a large pre-trained model that uses reinforcement learning
to acquire new data based on user input. GPT-3 generates an output given an
input instead of extracting a sequence of text as the rest of the presented ap-
proaches do. Furthermore, the more precise the input format provided, the more
accurate the response will be. Specifically, the provided input enumerates the re-
quired features to extract, and for each one it is specified the type of the variable
and how to extract the mention (if it should extract an exact mention, or parse
it into a specific format). The model is commanded to answer without diverging
from the given guidelines.

5 Methodology

This section describes the ground truth dataset and the metrics used to evaluate
the extraction approaches.

S https://huggingface.co/
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5.1 Data

To evaluate the proposed approaches, a dataset with truthful values is needed,
i.e., descriptions with the correct variables and values detected. This is known
as ground truth dataset. It is created by hand from real estate descriptions on
online advertisements, keeping in mind to cover different writing formats for
each variable. The dataset” contains the values of the variables mentioned in
the description, considering null those variables that are not present. As man-
ual labeling data is an expensive task, only 100 advertisement descriptions are
included in the actual ground truth dataset.

5.2 Metrics

According to several IE works, the evaluation is carried out using precision,
recall and Fl-score [15] to assess the performance of each approach over the
ground truth dataset. F1-measure is a harmonic measure between precision and
recall. Precision allows us to correctly identify attributes with their values. Recall
measures the model’s ability to identify all the true positives. In particular, to
evaluate variables that have string values, partial matching is used to compare
the predicted value with the expected one. This means that if the similarity is
above 0.9, then the pair is annotated as a true positive.

6 Results

This section reports the results obtained for each approach to extract attribute-
value pairs.

6.1 Extraction approaches evaluation

Rule-based matching To evaluate this approach, all defined patterns were
applied to data. In the case of multiple patterns for a single variable, all of them
are applied simultaneously and in case of multiple matches rules are defined for
each case. Results are shown in Table 2.

Named Entity Recognition After the model is trained according to section
4.2, the model performed as shown in Table 3.

Transformers mDeBERTa was the best-scored BERT-based QA model. Re-
sults are summarized in Table 4, reporting metric results that each model ob-
tained for each variable. Moreover, GPT-3 outperforms in almost all variables,
as seen in Table 5.

" https://www.kaggle.com/datasets/lucianatanevitch/
real-estate-descriptions
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Table 2. Rule based matching performance by variable

Variable Precision|Recall|F1 Score
address 0.37 0.90 0.53

fot 0.94 0.92 0.93
irregular 1.0 0.73 0.85
dimensions |0.95 0.59 0.73
corner 1.0 1.0 1.0
neighborhood|0.61 0.33 0.43
facades 0.81 0.45 0.58

pool 1.0 1.0 1.0

Table 3. NER Performance Metrics by Variable

Variable Precision|Recall|F1 Score
address 0.79 0.63 0.7

fot 1.0 0.82 0.9
irregular 1.0 0.65 |0.78
dimensions [0.94 0.63 0.75
corner 1.0 0.95 0.97
neighborhood|0.66 0.37 ]0.47
facades 0.88 0.38 0.53

pool 1.0 0.73 0.85

6.2 General results

Table 6 summarizes the F1-score that each model obtained in each variable. The
best scores for each variable are highlighted. As can be seen, rule-based matching
had the best results for boolean variables, while GPT-3 had the best results for
string variables.

As expected, Rule-based detection of the lot in an intersection or having
a swimming pool performed well because some keywords are always present
when the feature is present in the text. On the other hand, address, facades’
amount, and neighborhood name detection were performed with low F1-scores.
This is probably because of the high variability in writing formats; consequently,
it would require the development of several detection patterns. NER had good
results, considering its low training data, misses can be related to this fact.
In Transformers architecture, QA had low scores in several variables. While
more rigorous testing has not been conducted, it’s possible that the lack of
precision could be attributed to the generality of the purpose for which the
models were trained. In such a specific domain as evaluation, they might fall
short. GPT-3 misses are related to incorrect inferences and format strings. For
example, if the description doesn’t mention at least two lot dimensions, GPT-3
should abstain from answering. In some descriptions, lot surface is present, but
lot dimensions are not, and it was observed that sometimes GPT-3 retrieved
a number that multiplied by another number yields that surface area. This is
incorrect to assume, since the lot is not necessarily squared. Moreover, in address
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Table 4. QA Performance Metrics by Variable

Variable Precision Recall F1 Score
BETO: 0.17 BETO: 0.77 BETO: 0.27

address mDeBERTa 0.37|mDeBERTa 0.88) mDeBERTa 0.53
Distilled: 0.25 Distilled: 0.86 Distilled: 0.38
BETO: 0.36 BETO: 0.67 BETO: 0.47

fot mDeBERTa 0.8 |mDeBERTa 0.8 [mDeBERTa 0.8
Distilled: 0.22 Distilled: 0.62 Distilled: 0.33
BETO: 1.0 BETO: 0.43 BETO: 0.6

irregular mDeBERTa 1.0 imDeBERTa 0.6 \mDeBERTa 0.75
Distilled: 1.0 Distilled: 0.65 Distilled: 0.78
BETO: 0.39 BETO: 0.77 BETO: 0.52

dimensions |mDeBERTa 0.52\mDeBERTa 0.92|mDeBERTa 0.67
Distilled: 0.38 Distilled: 0.78 Distilled: 0.51
BETO: 1.0 BETO: 0.15 BETO: 0.26

corner mDeBERTa 1.0 | mDeBERTa 0.55\mDeBERTa 0.7
Distilled: 1.0 Distilled: 0.4 Distilled: 0.57
BETO: 0.41 BETO: 0.17 BETO: 0.25

neighborhood|mDeBERTa 0.52/mDeBERTa 0.46 mDeBERTa 0.48
Distilled: 0.41 Distilled: 0.29 Distilled: 0.34
BETO: 0.5 BETO: 0.47 BETO: 0.48

facades mDeBERTa 0.73lmDeBERTa 0.7 {mDeBERTa 0.71
Distilled: 0.61 Distilled: 0.61 Distilled: 0.61
BETO: 1.0 BETO: 0.82 BETO: 0.9

pool mDeBERTa 1.0 |/ mDeBERTa 0.82/mDeBERTa 0.9
Distilled: 1.0 Distilled: 0.52 Distilled: 0.68

Table 5. GPT-3 Performance Metrics by Variable

Variable Precision|Recall|F1 Score
address 0.57 0.87 0.69

fot 0.92 0.97 0.94
irregular 0.66 0.95 ]0.78
dimensions |0.89 0.98 0.93
corner 0.76 1.0 0.86
neighborhood |0.66 0.92 |0.77
facades 0.52 1.0 0.68

pool 1.0 1.0 1.0

detection, it tends to include the location which is not expected to be part of the
address (because it’s another variable) so it was computed as a false positive.

7 Conclusions
Rule-based matching is an old but powerful approach that doesn’t need anno-

tated data. Crafting efficient patterns requires knowing the syntactic structure
of data, as the method is inherently biased towards the data it’s based on. NER
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Table 6. Fl-scores obtained for each approach, in attribute-value extraction

General results (fl-score)

Address|FOT|Irregular Dimensions|Corner|Neighborhood |Facades|Pool
Rule-based 0.53 | 0.93 0.85 0.73 1.0 0.43 0.58 1.0
NER 0.7 0.9 0.78 0.75 0.97 0.47 0.53 |0.85
QA BETO 0.27 | 047 0.6 0.52 0.26 0.25 0.48 0.9
QA mDeBERTa| 0.53 0.8 0.75 0.67 0.7 0.48 0.71 0.9
QA distilled 0.38 |0.33 0.78 0.51 0.57 0.34 0.61 |0.68
GPT-3 0.69 |0.94 0.78 0.93 0.86 0.77 0.68 1.0

models are an effective but very expensive approach since they require a large
corpus of annotated data. The annotation process requires a team of domain
experts to ensure consistency in the task. Transformers are currently at the fore-
front of neural network architectures. There are various pre-trained models that
were trained over huge datasets so that they can be used in general-purpose
tasks. Moreover, abstractions such as pipeline® simplify the use of models for
several tasks such as Question-Answering, as they enable manipulation without
the need to consider intricate implementation details. Different input formats
should be considered to reach the most accurate output, which means that ques-
tions should be written in different formats while comparing the given answers.
GPT-3 is a huge pre-trained model with the capability of generating answers,
compared to the Question-Answering models evaluated, which extract the an-
swer from the context. GPT-3 holds the advantage of generating responses to
questions based on context rather than merely extracting exact matches. This
means it can produce boolean values; for instance, if the input mentions a “tri-
angle shaped lot”, it can detect irregularity, or if it states that the lot is located
at an intersection, it can associate it with having two fronts. This work leaves
several aspects open for future exploration. Once pairs are extracted, the next
step is to align them with the existent ontology. The comparison of information
extracted from descriptions against the structured data of an advertisement can
reveal inconsistencies in the information. These inconsistencies may be partial
(for example, if the address field in the structured data contains “Av. Montevideo
500", while the description extracts “Montevideo”) or total (if the irregular field
in the structured data is false, but the extraction from the description yields
true). Addressing such discrepancies will require the verification and correction
of the data.

Evaluated approaches could be improved. In approaches that extract exact
mentions from text (Rule-based, NER, QA) it is possible to define rules based on
NLP to recognize negative modifiers, especially for detecting the truth value of
boolean variables. Moreover, in noisy descriptions, NLP techniques can be used
to detect whether an extracted feature belongs to the property or not. NER
could be improved by annotating more data, in addition to Question-Answering

® https://huggingface.co/docs/transformers/main_classes/pipelines
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models which could be trained by fine-tuning, which means to give a pre-trained
model a dataset with specific domain data. Finally, ensuring a high performance
on the extraction models can be useful to derive new data based on detected
variables.

On the other hand, data augmentation techniques could be considered in

future works to generate larger datasets.
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